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Weekly Objectives

Motivate the study on
Machine learning, Al, Datamining....
Why? What?
Overview of the field

Short questions and answers on a story

What consists of machine learning?
MLE
MAP

Some basics
Probability
Distribution

And some rules...
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MOTIVATION
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KAIST

Keywords

* Many floating keywords
+ Data-mining, Knowledge discovery, Machine Learning, Artificial Intelligence...
Comes from territory, perspectives, types of problems, researchers, etc
* We are going to focus on substance, not labeling.
[ am just going to call it “Machine Learning”
> You can call it whatever you want
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Examples of Machine Learning Applications

* Machine Learning is everywhere...

Document Classification Stock Market Prediction
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Spam Filtering and more
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Sent Mail _ - 5o .

Drafts (1) [ & THEARA T PIEFHERAFATHRILICE (B ARED AR AIE 2HLy - S S0 100(11MB) CH &= Feb 27

3 v ; rong the statistical significances of per[nrnmnne improvement over thnt of BF [uslng

basie Ientures n]uue] Numhm in Imld fond indicate the best method for each fixed training-set size. One star indicates the p-values

in (0.01, 0.05]: two stars indicate the p-values equal or less than 1%%.
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> Spam filter The hasicfenm.res are the tokens in the sections of from, fo, cc,
More?
Importance vs. Urgency
How to predict an important email?
Social networks

fitle, and body fext in email messages. Let us use a v-dimensional

15 the vocabulary size. We call it the basic feature (BF) sub-vector.
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II-Chul Moon, Alice H. Oh, and Kathleen M. Carley, Analyzing Social Media in Escalating Crisis Situations, IEEE Conference on
Intelligence and Security Informatics (ISI12011), pp. 71-76, Beijing, China, Jul 10-12, 2011

Opinion Mining and more

Finding out consensus of the population

- Mining population’s perception of the event

- Mining key opinion buried in a data chunk

- Estimating future polarity of the population

- Strategy to maintain the unity of the population
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W.S. Lee, J.Y. Bak, A.H. Oh, and I.-C. Moon. Media Analysis to Estimate Stock Market
Movement. Information Fusion. Major Revision

Stock Market Prediction and more

Economic Indicators Indfependent
: /| variables TopicWeight 26 TopicWeight 1 | TopicWeight 7
Indicators Sliding window appreach
-0.609 0.520 0.508
Average of P-lagdays | progiction for targetday notes obama jun
1 : " : . ‘L : moodys republican pence
Bloomberg™— . SWEDS republicans na
DEALBREAKER > ) Word . Word-count treasuries congress swiss
filtering & counting OEE TEG chg
N Latent Dirichlet o " Support . _ ratings bill francs
Bloomberg = Allocation o ° R Vector auction barack spa
egression
Dealbreaker m o & default lawmakers fullyear
N spect entiment Senti tFFi oy l%‘ig]ﬂt
“|  Unification Model strategist administration nv
N / franc democrats dividend
Dependent twoyear taxes firstquarter
variables samp white ks
currencies workers paris
DOW IR yen democrat reporting
NASDAQ +1 day price SWiss obamas tech
" 80

High Coefficients on Prediction

US Credit

Down

rade

Europe
Debt Crisis

13000

12500

12000

11500

———faltering

x
)
©
£
4]

11500
c
K]

11000

=——DOW
10500 - M1
S RN SIS ST NS SISt SIS, IS ES———————— | FSSE————
1 4 7 1013 16 18 22 25 28 31 54 37 40 43 46 49 52 55 58 61 64 67 70 73 76 75 82 85 88 91 9417 100103106109112115118 [§1124127130133 136 Jlo142 145148151 1541 175178181184187
TraduFDays

Heavy negative correlation between
“swiss” and DJIA

right © 2010 by I1-Chul Moon, Dept. of Industrial and Systems Engineering, KAIST




Types of Machine Learning

Machine Learning

: : Unsupervised Reinforcement
Supervised Learning Learnine Learnine

You know the true You do not know the You do know the
answers of some of true answers of objective, but you do not
instances instances know how to achieve

* You can * Various classifications by different
* Machine learning professors
- Dataset provider * Purpose, data types, etc
 Machine learning users * Other learning classifications also
» etc exist
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Supervised Learning

You know the true value, and you can provide

» [’l

examples of the true value. e, ” x
Cases, such as 2 o~ =%
. . ot 0 w ol »
Spam filtering B =

Automatic grading
Automatic categorization
Classification or Regression of
Hit or Miss: Something has either disease or not.
Ranking: Someone received either A+, B, C, or F.
Types: An article is either positive or negative.
Value prediction: The price of this artifact is X.
Methodologies
Classification: estimating a discrete dependent value from observations
Regression: estimating a (continuous) dependent value from observations
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Unsupervised Learning

You don’t know the true value, and you
cannot provide examples of the true value.

Cases, such as
Discovering clusters
Discovering latent factors
Discovering graph structures
Clustering or filtering or completing of
Finding the representative topic words from text data
Finding the latent image from facial data
Completing the incomplete matrix of product-review scores
Filtering the noise from the trajectory data
Methodologies

Clustering: estimating sets and affiliations of instances to the sets

Filtering: estimating underlying and fundamental signals from the
mixture of signals and noises
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