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Weekly Objectives

• Learn the optimal classification concept

• Know the optimal predictor

• Know the concept of Bayes risk

• Know the concept of decision boundary

• Learn the naïve Bayes classifier

• Understand the classifier

• Understand the Bayesian version of linear classifier

• Understand the conditional independence

• Understand the naïve assumption

• Apply the naïve Bayes classifier to a case study of a text mining

• Learn the bag-of-words concepts

• How to apply the classifier to document classifications
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TEXT MINING APPLICATION:

SIMPLE SENTIMENT CLASSIFICATION
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Product Review and Sentiment Analysis

• Amazon

• Product information

• Also, product review

• Product review

• Some are positive

• Some are negative

• What-if we have 10,000 reviews and want to find the negative 
ones?
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Why simple word searching doesn’t work

• There are universal good and bad words

• Excellent, good, super…

• Horrible, worst, never…

• How about this?

• Cool?
• Cool Beer

• Hot?
• Hot Pizza

• Big?
• Big LCD

• Small?
• Small Size

• Searching and counting
 Probabilistic approach
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Bag Of Words

• For statistical analyses

• We turned the review text into a vector

• A vector <1,0,0,1>

• A word list <I, cool, lcd, reliant>

• Together,

• The review contains words: “I” and “reliant”
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Sample Dataset

• Bag of words 

• 198 documents

• 29717 unique words

• Classes

• Positive Sentiment

• Negative Sentiment

• How to apply the Naïve Bayes Classifier?

• 𝑓𝑁𝐵 𝑥 = 𝑎𝑟𝑔𝑚𝑎𝑥𝑌=𝑦𝑃 𝑌 = 𝑦 ς1≤𝑖≤𝑑 𝑃(𝑋𝑖 = 𝑥𝑖 𝑌 = 𝑦

• You need to calculate…

• 𝑃 𝑌 = 𝑦

• 𝑃(𝑋𝑖 = 𝑥𝑖 𝑌 = 𝑦
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